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Goals

• Examine relevant factors in a multitarget setup
• Large sample size
• Heterogeneous targets (depression)

Unitarget (UT): Choosing one representative target
Individual targets (IT): Multiple analyses using individual targets
Multitarget (MT): Multitarget representation of the disease group
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Introduction



Data & Earlier works

• Large sample size 117.392 (UK Biobank)
• 109 variables/factors (disorders)
• Heterogeneous target variable (depression)
• Prevailing approaches:

• Standard (pairwise) statistics
• Associative connections
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A PGM view

• Bayesian Multilevel Analysis [1]
• Global features [2, 3, 4]:

• Markov Blanket Membership (MBM)
• Markov Blanket Set (MBS)
• Markov Blanket Graph (MBG)
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Effect of single target

Figure 1: Effects of single target in relevance analysis.
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Effect of multiple analyses

Figure 2: Effects of multiple separated analyses in relevance analysis.
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Approach



Sub- and sup relevance

Definition: k-subMBS, k-supMBS
For a distribution p(V) with Markov Boundary set mbs, a set of
variables s is called sub-relevant if it is a k-ary Markov Boundary
subset (k-subMBS), i.e. |s| = k and s ⊆ mbs. A set of variables s is
called sup-relevant if it is a k-ary Markov Boundary superset
(k-supMBS), i.e. |s| = k and mbs ⊆ s.

p(s|DN) = p(MBS(Y,G) = s|DN) +
∑
s′:s⊂s′

p(MBS(Y,G) = s′|DN)
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Approximations I

Table 1: Approximations for the 3 scenarios

MT MBS MT MBM

MT MBM
IT MBS MBM
UT MBM MBM
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Approximations II

MBM approximation:

P(MBM(Xi, Y)|DN) ≈ 1−
∏
j

(
1− P(MBM(Xi, Yj)|DN)

)
(1)

MBS approximation by utilizing single target MBM:

P(MBSi(Y)) ≈
∏

Xi∈MBSi

P(MBM(Xi, Y)) ∗
∏

Xi /∈MBSi

(1− P(MBM(Xi, Y))) (2)

MBS approximation using single target MBS:

P(MBSk(Y)) ≈
∑

{Ii}ni=1:∪MBSIi (Yi)=MBSk

n∏
i=1

P(MBSIi(Yi)) (3)
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Interaction redundancy score

Definition: Interaction redundancy score (IRS)

IRS(X1; X2) = log p({X1, X2} ⊆ MBS(Y))
p(MBM(Y, X1,G))p(MBM(Y, X2,G))
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Results



MBM approximations

Figure 3: MBM approximations 11



MBS approximations

Figure 4: MBS approximations 12



Sub- and supMBS

Figure 5: Sub- and supMBS curves for the 3 scenarios. 13



SubMBS

Figure 6: Posterior probability of the k-subMBS sets. 14



Interactions I
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Interactions II

Figure 7: Interactions among the
disorders using the MT approach.

Figure 8: Interactions among the
disorders using the IT approach.
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Conclusion



• Flat posterior landscape
• subMBS concept
• Approximation of higher level global features
• Multitarget interactions
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Questions?
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