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Sequence Data 

•  Models: Dynamic Bayesian Networks and  
Dynamic Markov Random Fields 

•  Problem: inference exponential in # of variables per slice 

Weather prediction: time-series data 

Activity recognition:  
measurement sequence 

Sentence modeling: sequence of words 
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Solution 
•  Directly learn Dynamic Sum Product Network (DSPN) 

(equivalent to Dynamic AC, Brandherm & Jameson 2004) 

•  Inference: linear in the size of the network 
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Outline 
•  Background: Sum product networks 

•  Dynamic Sum-Product Networks 
–  Template networks 
–  Invariance property 
–  Structure and parameter learning 

•  Experiments 
–  Comparison with HMMs, DBNs, RNNs 

•  Conclusion and future work 
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Sum-Product Network 
•  Defined by Poon & Domingos 2011 

(equivalent to ACs, Darwiche 2003) 

•  Scope of a node: set of variables  
in sub-SPN rooted at that node 

•  Decomposable product node:  
children with disjoint scopes 

•  Complete/smooth sum node:  
children with identical scopes 

 

 

decomposability 
+ completeness 

valid distribution 
linear inference 
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Relationship with Bayes Nets 
•  Any SPN can be converted into a Bayes net without any 

exponential blow up (Zhao, Melibari, Poupart, ICML-15) 

•  Naïve Bayes model 

•  Product of Naïve Bayes models 

SPN BN 

X Y Z 

H

SPN BN 

X Y N

H2 H1 

Z 
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Relationship with other PGMs 
Probability distributions 
•  Compact: space is polynomial in # of variables 
•  Tractable: inference time is polynomial in # of variables 
 
 SPN = BN (MN) 

Compact BN (MN) 

Compact SPN = Tractable SPN = Tractable BN (MN) 
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Practical Implications 
Traditional approach 
 
 
 
 
New approach 
 
 
 
Tradeoff: hypothesis space vs inference accuracy 

 
 

data 

≠ tractable BN 

data 
Compact 

SPN 
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inference 

learning 

learning 

exact  
inference 
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Practical Implications 
Traditional approach 
 
 
 
 
New approach 
 
 
 
Size of search space determined by learning algo 
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Sequence Data 
•  How can we train an SPN with data sequences of varying 

length? 

•  Dynamic SPN: 
stack template  
networks with  
identical  
structure  
and parameters 

Top Network 

Template Networks 

Bottom Network 
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Invariance 
Invariance: a template network is invariant when: 

•  For all pairs of interface nodes 𝑖, 𝑗 
–  Scopes are identical or disjoint  
–  Scope relationships in input and output interfaces are the same  

•  All interior and output nodes are complete and 
decomposable 
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Completeness and Decomposability 
 
Theorem: If  
 

a.  the bottom network is complete and decomposable, 
b.  the scopes of all pairs of output interface nodes of the 

bottom network are either identical or disjoint,  
c.  the scopes of the output interface nodes of the bottom 

network can be used to assign scopes to the input 
interface nodes of the template and top networks in such 
a way that the template network is invariant and the top 
network is complete and decomposable,  

then the DSPN is complete and decomposable 
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Structure Learning 
Anytime search-and-score framework 
 

Input: data, variables 𝑋↓1 ,…, 𝑋↓𝑛  
Output: 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒𝑁𝑒𝑡 
 

𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒𝑁𝑒𝑡←𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒(𝑑𝑎𝑡𝑎, 𝑋↓1 ,…, 
𝑋↓𝑛 )  
Repeat 

𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒𝑁𝑒𝑡←𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟(𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒𝑁𝑒𝑡,𝑑𝑎𝑡𝑎) 
Until stopping criterion is met 
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Initial Structure 
 
•  Factorized model of univariate distributions 
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Neighbour generation 
 
•  Replace sub-SPN rooted at a product node by a 

product of Naïve Bayes modes 
 

replace by 
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Scoring 
 
•  For each neighbour SPN 

–  Estimate weights by Expectation-Maximization 
–  Score neignbour SPN based on data likelihood 

•  Retain neighbour with highest score 

•  Theorem: search algorithm preserves template 
invariance, which ensures a valid distribution 
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Results (Simulated Data) 
 
Negative log-likelihood and standard error (10-fold cross validation) 
 
 
 
 
 
 
 
 

DSPN close to through model 
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Results (Real Data) 
 
Negative log-likelihood and standard error (10-fold cross validation) 

 
 
 
 
 
 
 
 
DSPN outperfoms other algos (except RNN for 1 prob) 
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Learning and Inference Time 
 
 
 
 
 
 
 
 
 
DSPN and RNN: linear learning and inference time 
Reveal and SS DBN: exponential time complexity 
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Conclusion 

•  Dynamic Sum-Product Networks 
–  Formalization and learning algorithm 
–  Tractable probabilistic graphical model 

•  Future work 
–  DSPNs with continuous variables 
–  Decision DSPNs and Reinforcement learning 


